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ABSTRACT

The 21-cm forest signal is a promising probe of the Epoch of Reionization complementary to other 21-cm line observables and
Lyo forest signal. Prospects of detecting it have significantly improved in the last decade thanks to the discovery of more than 30
radio-loud quasars at these redshifts, upgrades to telescope facilities, and the notion that neutral hydrogen islands persist down
to z < 5.5. We forward-model the 21-cm forest signal using seminumerical simulations and incorporate various instrumental
features to explore the potential of detecting the 21-cm forest at z = 6, both directly and statistically, with the currently available
(uGMRT) and forthcoming (SKA1-low) observatories. We show that it is possible to detect the 1D power spectrum of the
21-cm forest spectrum, especially at large scales of k < 8.5 MHz~! with the 500 hr of the uGMRT time and k < 32.4 MHz ™!
with the SKA1-low over 50 hr if the intergalactic medium (IGM) is 25 per cent neutral and these neutral hydrogen regions
have a spin temperature of < 30 K. On the other hand, we infer that a null-detection of the signal with such observations of 10
radio-loud sources at z &~ 6 can be translated into constraints on the thermal and ionization state of the IGM which are tighter
than the currently available measurements. Moreover, a null-detection of the 1D 21-cm forest power spectrum with only 50 hr
of the uGMRT observations of 10 radio-loud sources can already be competitive with the Lya forest and 21-cm tomographic

observations in disfavouring models of significantly neutral and cold IGM at z = 6.
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1 INTRODUCTION

The hyperfine 21-cm line arising from the spin—flip transition in
neutral hydrogen (H1) residing in the intergalactic medium (IGM)
is potentially a powerful probe of the Epoch of Reionization. This
transition has a factor of ~ 107 smaller cross-section than the Lya
transition, and hence does not saturate at z 2> 6 when the IGM is
expected to be at least partially neutral. This is the main advantage
of the 21-cm line over the Lyman-series absorption in the spectra
of luminous quasars, which is currently the premier probe of the
reionization era. The 21-cm line can be observed as a series of
absorption lines in spectra of distant radio-loud sources, which is
known as the 21-cm forest signal. Such sources include radio-loud
quasars (Ciardi et al. 2013) or gamma-ray bursts (Ioka & Mészaros
2005; Ciardi et al. 2015). Given that other 21-cm line observables,
such as 21-cm power spectrum from tomographic observations (e.g.
Mertens et al. 2020; Trott et al. 2020; HERA Collaboration 2022)
and sky-averaged 21-cm spectrum (e.g. Bowman et al. 2018; Singh
et al. 2022), utilize cosmic microwave background as the radio
background source, the 21-cm forest signal is subject to different
systematic uncertainties (Carilli, Gnedin & Owen 2002; Furlanetto &
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Loeb 2002; Furlanetto, Oh & Briggs 2006; Pritchard & Loeb 2012).
Therefore, the 21-cm forest is complementary to these observables.

Not only is the 21-cm forest complementary to other probes of
the Epoch of Reionization, it is also a unique probe as it is strongest
in cold, neutral, and slightly overdense gas (Soltinsky et al. 2021)
as opposed to the Lya forest. This makes it one of the few probes
of cold and neutral regions in the IGM besides the Mg line for
example (Hennawi et al. 2021; Tie et al. 2024). Besides the diffuse
IGM, minihaloes may contribute to the 21-cm forest absorption too
(Meiksin 2011; Kadota et al. 2023; Naruse et al. 2024), and hence in
principle one can probe such small-scale structure with this signal.
Furthermore, it has been suggested that the 21-cm forest signal can
aid in constraining the nature of dark matter (e.g. Shimabukuro
et al. 2014; Shimabukuro, Ichiki & Kadota 2020, 2023; Kawasaki
et al. 2021; Shao et al. 2023), primordial black holes (Villanueva-
Domingo & Ichiki 2023), thermal state of the IGM (e.g. Xu et al.
2009; Xu, Ferrara & Chen 2011; Mack & Wyithe 2012; goltinsk}?
et al. 2021; Shao et al. 2023), metal content in the IGM (Bhagwat
et al. 2022), and supermassive black hole growth models (Soltinsky
et al. 2023).

While there is no measurement of the cosmological 21-cm forest
signal up-to-date, despite various attempts including the one by
Carilli et al. (2007), the prospects of detecting it have improved
in the last decade. First, prospects of detecting the 21-cm forest
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have improved from the observational perspective in the form of 10s
of recently confirmed radio-loud quasars (RLQSO) at high redshift.
Since 2020, the number of z > 6 RLQSO has increased by a factor of
5 to ~15 while the number of z > 5.5 RLQSO has more than tripled
to ~34 to date (Belladitta et al. 2020; Banados et al. 2021, 2023,
2024; Ighina et al. 2021, 2023, 2024; Liu et al. 2021; Gloudemans
etal. 2022, 2023; Endsley et al. 2023; Wolf et al. 2024). This number
is expected to increase by orders of magnitude. For example the
physics-driven models calibrated with recent ultraviolet (UV) obser-
vations developed by Niu et al. (2024) suggest that there are = 50
RLQSO with an intrinsic flux density at 150 MHz, S50, larger than
100 mJy and 2> 1000 of Syso > 10 mJy at z > 5.5 over the whole sky.
If large radio surveys such as The Low Frequency Array (LOFAR)
Two-metre Sky Survey (LoTSS; Shimwell et al. 2017; Kondapally
et al. 2021), the Tata Institute of Fundamental Research (TIFR)
Giant Metrewave Radio Telescope (GMRT) Sky Survey (TGSS;
Intema et al. 2017), and the Galactic and Extragalactic All-sky
Murchison Widefield Array (MWA) survey (GLEAM; Wayth et al.
2015) are combined with follow-up programmes such as the William
Herschel Telescope Enhanced Area Velocity Explorer (WEAVE)-
LOFAR survey (Smith et al. 2016), these high-z RLQSO should be
detectable. In addition, the advancements on the instrumentational
front, including the recent completion of upgraded GMRT (uUGMRT;
Gupta et al. 2017) and plans for Square Kilometre Array (SKA),
make the detection of the cosmological 21-cm forest even more
encouraging because of their improved sensitivity.

Secondly, recent Ly observations can be interpreted as reion-
ization being completed by z < 5.6 (e.g. Kulkarni et al. 2019;
Nasir & D’Aloisio 2020; Choudhury, Paranjape & Bosman 2021;
Qin et al. 2021). Late-end reionization picture is consistent with the
large spatial fluctuations in the Lyw forest opacity (Becker et al.
2015; Bosman et al. 2022), deficit of Lyaemitting galaxies around
extended Lyo absorption troughs (Kashino et al. 2020; Keating
et al. 2020; Christenson et al. 2021), clustering of Lyo emitters
(Weinberger, Haehnelt & Kulkarni 2019), thermal widths of Ly«
forest transmission spikes at z > 5 (Gaikwad et al. 2020), Lyo
equivalent widths (Nakane et al. 2024), and the detections of damping
wings from neutral islands at z < 6 in the Ly« forest spectra (Becker
et al. 2024; Spina et al. 2024; Zhu et al. 2024). Further support of
the late-end reionization models comes from the measurements of
long dark gaps in the Lyo forest (Zhu et al. 2021) and Lyg forest
(Zhu et al. 2022), and mean free path of ionizing photons at z = 6
(Becker et al. 2021; Cain et al. 2021; Gaikwad et al. 2023; Zhu et al.
2023). In such late-end reionization scenario large H1 islands are
expected to persist until z ~ 5.3. Soltinsky et al. (2021) have shown
that it might be possible to detect strong 21-cm forest absorbers at
z = 6 with SKA1-low (or even LOFAR) in the case of reionization
ending at z >~ 5.3 and the IGM being pre-heated by X-rays such that
the spin temperature Ts < 102 K. On the other hand, they suggest
that a null-detection of the 21-cm forest absorption can be utilized
to put a model-dependent informative lower limit on the soft X-ray
background radiation.

The goal of this study is to explore the potential of a direct and
statistical detection of the 21-cm forest signal at z & 6 in the light
of the above-mentioned advancements in the field. While different
statistics of the 21-cm forest signal have been studied (e.g. Mack &
Wyithe 2012; Ewall-Wice et al. 2014), here we focus on the 1D power
spectrum calculated from the 21-cm forest spectrum, P,; [which
has been investigated by Thyagarajan (2020), Shao et al. (2023,
2024), and Sun et al. (2024)]. As opposed to the previous 21-cm
forest 1D power spectrum studies listed above, we focus on mock
observations of (a) rather small number of background radio sources;
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(b) at significantly lower redshift, z = 6 (end stages of reionization);
and (c) longer observational time. Furthermore, we aim to explore
the constraining power of the P,j, particularly if it can be used to
put joint constraints on the thermal and ionization state of the IGM.
To achieve this, we take advantage of seminumerical simulations of
the reionization era IGM, 21CMFAST (Mesinger, Furlanetto & Cen
2011), to explore a wide parameter space and Bayesian statistical
methods to infer parameter estimates.

This paper is structured as follows. We begin by describing our
numerical model of the IGM during the Epoch of Reionization and
how we forward-model the synthetic 21-cm forest spectra in Section
2. We then present the statistical observables of the 21-cm forest
signal, particularly the differential number density of the 21-cm forest
flux and 1D power spectrum in Sections 3.1 and 3.2, respectively.
Section 4 focuses on the inference of parameters describing the
thermal and ionization state of the IGM from the P,;. This study
concludes with a summary in Section 5.

2 FORWARD-MODELLING THE 21-CM FOREST
SIGNAL

In this section, we present steps how the synthetic 21-cm forest
spectra are constructed in this study. In particular, we describe
how the seminumerical simulations are used to generate line-of-
sight (LOS) skewers of various physical quantities considering a
grid of parameter combinations in Section 2.1, how we compute
the optical depths of the 21-cm forest signal in Section 2.2, and
how we forward-model realistic 21-cm forest spectra which include
instrumental features of different radio telescopes in Section 2.3.

2.1 Modelling the intergalactic medium at z = 6

To construct the synthetic 21-cm forest spectra at z = 6, we start
by running 21CMFAST seminumerical cosmological simulations
(Mesinger et al. 2011; Murray et al. 2020). These simulations are
based on the excursion set formalism and a perturbation theory
approach to simulate the Epoch of Reionization universe, and hence
are not computationally expensive. Therefore, this is a suitable tool
for exploring a wide parameter space, which is one of the main
goals of this study. The parameters of interest are the mean neutral
fraction (xy;) and the X-ray background radiation efficiency fx.
To vary the former one, we fix the mean free path of ionizing
photons (i.e. fix the R. BUBBLE_MAX simulation parameter) to
0.75 pMpc following the measurement at z = 6 by Becker et al.
(2021) and calibrate the ionizing efficiency of high-z galaxies (i.e.
varying HII_LEFF_FACTOR simulation parameter) such that the (xy)
of interest is achieved. For the ease of comparison with literature,
we implement the parametrization of the X-ray background radiation
luminosity introduced in Furlanetto (2006)

SFR
) . 1

_ 40 —1
Lx =34x10"ergs™ fx (W

where the SFR is the star-formation rate. In practice, we set L_X
simulation parameter to log,, (3.4 x 10¥ ergs™" fx).

We generate models for combinations of 21 values of (xy;) =
[0, 1] and 26 values of log,, fx = [—4, 1]. While the (xy,) measure-
ments from the Lyo forest at z ~ 6 including McGreer, Mesinger &
D’Odorico (2015), Zhu et al. (2022), Gaikwad et al. (2023),
Durovéikova et al. (2024), and Greig et al. (2024) are consistent
with {(xy;) < 0.38, our simulations cover the whole physical range
of (xy;). The upper limits on the 21-cm power spectrum acquired
by MWA, LOFAR, and the Hydrogen Epoch of Reionization Array
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Figure 1. Left: 2D slices of the gas temperature at z = 6 for the combination of (xy;) = 0.11 and log,, fx = —1.4 (top panel) and (xg;) = 0.25 and
logo fx = —2.0 (bottom panel). Right: from top to bottom, gas overdensity, peculiar velocity, neutral hydrogen fraction, gas temperature, and normalized
21-cm forest flux along the LOS indicated by the dashed fuchsia lines in the left panels. The bottom three panels are shown for the cases of (xg;) = 0.11 and
logo fx = —1.4 (blue curves, corresponding to the top left panel) and (xy;) = 0.25 and log; fx = —2.0 (orange curves, corresponding to the bottom left panel).

(HERA)atz > 6.5 (Greigetal. 2021a, b; HERA Collaboration 2023,
respectively) disfavour scenarios of no IGM pre-heating. However,
the X-ray background radiation is not constrained well yet, and hence
we consider a large range of log,, fx values in this study. Also, note
that X-ray photons can ionize H1 too (Furlanetto & Stoever 2010)
which results in (xy,) significantly lower than 1 for high log,, fx
even if the HII_.EFF_FACTOR of 0 is implemented. For example,
if log,, fx = 1 at z = 6 in our models, we obtain (xy,) < 0.82, and
to achieve (xy;) > 0.99 in our models log,, fx < —0.4 is required.
This results in the fact that some of the high (xy,) and high log,, fx
models are not acquired. In summary, we generate 534 models in
total.

MNRAS 537, 364-378 (2025)

These simulations are run on a grid of 256 pixels with a volume
of (50 cMpc)® at z = 6. Note that these simulations do not capture
coherent regions of H1 islands on scales larger than the simulation
box. The simulations are based on a flat Lambda cold dark matter
(ACDM) cosmology consistent with the measurements of Planck
Collaboration XVI (2014), namely Q25 = 0.692, Q,, = 0.308, 2, =
0.0482, o3 = 0.829, ng = 0.961, and h = 0.678. Furthermore, a
primordial helium fraction by mass of Y, =0.24 (Hsyu et al.
2020) is adopted. Two examples of 2D slices of the gas kinetic
temperature, are presented in the left panels of Fig. 1. The top panel
corresponds to a warmer and more ionized IGM (log,, fx = —1.4,
(xg;) = 0.11) than the bottom one (log,, fx = —2, (xu;) = 0.25).
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In both cases the ionized regions (yellow areas) have a temperature
higher than 2 x 10* K, and hence the 21-cm forest is expected to be
suppressed completely. More importantly, in the top panel the mean
temperature of neutral regions Ty; = 102 K' and in the bottom panel
Ty, = 30 K. We extract 1000 periodic LOS parallel to the simulation
box which contain overdensity A = 1 + §, peculiar velocity vpec,
neutral hydrogen fraction xy,, and Tk fields. The right panels of
Fig. 1 show these quantities from top to bottom, respectively, for the
LOS piercing the IGM as indicated by the dashed fuchsia line in the
left panels.

2.2 The 21-cm forest absorption spectrum

The ground state of neutral hydrogen atoms is split into two energy
levels given by the relative orientation of the proton and electron spin.
The energy difference corresponds to the energy of a photon with a
rest-frame wavelength of A,; = 21.11 cm or equivalently a frequency
of vy; = 1420.41 MHz. This hyperfine structure of H1 atoms gives
rise to the 21-cm line. Here, we focus on the 21-cm forest signal.
Following Soltinsky et al. (2021), we compute the normalized 21-cm
forest flux, F»; = e~™!, where 1y is the optical depth to the 21-cm
photons. In the discrete form, the t,; for pixel i is given by (e.g.
Furlanetto & Loeb 2002)

3hpC3A1() Sv
3273203 kg H(2)

y EN: nyr,j exp (o, —u;)? @)
= biTs b} ’

where h, and kg are the Planck and Boltzmann constants, respec-
tively, c is speed of light, Ajop = 2.85 x 10713 s~! is the Einstein
spontaneous emission coefficient for the hyperfine transition, v is
the velocity width of the pixelsz, H(z) is the Hubble parameter, ny;
is the H1 number density, and b = (2kgTx/my)'/? is the Doppler
parameter. We assume fully coupled spin temperature, Ts, to Tx
(i.e. Ts = Tx). This is a valid assumption at z = 6 because Ly«
background is expected to be strong at such low redshift. Note
that goltinsk}’/ et al. (2021) found differences in the 21-cm forest
signal between the case of Ts = Tk and Ts # Tk, however at z = 6
they were rather small. In equation (2), we convolve over the
Gaussian line profile to include not only the effect of Hubble velocity,
vy, on the 21-cm forest, but also the effect of peculiar velocity
of the gas along the LOS, in u; = vy j + Vpec, ;. In the bottom
right panel of Fig. 1, we show an example synthetic 21-cm forest
spectrum at z = 6 (without any instrumental features) for the case of
log,o fx = —2 and (xy;) = 0.25 (orange curve) and log,, fx = —1
and (xg,) = 0.11 (blue curve). It is clearly seen how the ionization
bubbles completely eliminate the 21-cm forest absorbers while the
higher spin temperature suppresses them.

Dli =

2.3 Instrumental features of the uGMRT and SKA1-low

Before we describe how we incorporate instrumental features in
our forward-modelled 21-cm forest spectra, we note that there is

' The 21CMFAST simulates reionization bubbles using excursion set principle,
and hence the IGM can have neutral hydrogen fraction of x; = 0 (completely
ionized bubbles) and xy; ~ 1 (fully neutral islands) and no values between.
Therefore, there is no arbitrary criterion for what is defined as a neutral region.
2We resample the LOS of IGM fields using linear interpolation to ensure that
the 21-cm absorption line profiles are converged correctly. For more details
we refer the reader to §01tinsk)’/ et al. (2021).
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Figure 2. Top panel: redshift distribution of radio-loud quasars identified
at z > 5.5 across the whole sky (solid blue curve) and in the Northern
hemisphere (dashed fuchsia curve). The sample is compiled from Fan et al.
(2001), McGreer et al. (2006), Willott et al. (2010), Zeimann et al. (2011),
Baiiados et al. (2015, 2018, 2021, 2023, 2024), Belladitta et al. (2020),
Liu et al. (2021), Ighina et al. (2021, 2023, 2024), Endsley et al. (2023),
Gloudemans et al. (2022,2023), and Wolf et al. (2024). Bottom panel: intrinsic
flux density at 147 MHz of these radio-loud quasars as a function of their
redshift. The arrows indicate quasars for which only upper limits on Sj47 are
available. Note that not all quasars have a Sj47 measurement.

a substantial number of radio-loud sources at high z, particularly
34 RLQSOs at z > 5.5 to date’. The redshift distribution of these
RLQSOs is shown in Fig. 2 with the highest redshift reaching z =
6.82 (Banados et al. 2021). Most of these RLQSOs are located in the
Northern hemisphere as indicated by the dashed fuchsia curve. Given
that this sample lies within the the redshift range of 5.5 <z <7,
we will consider the observed frequencies of 177.5 MHz < vgps S
220 MHz.

In Fig. 3, we show the sensitivity of various telescopes assuming
the whole array, A/ Ty, as a function of observed frequency with
the above frequency range indicated with the red shaded region.
These values are taken from Braun et al. (2019) (see their fig. 8)

3The whole sample can be found at https:/tomassoltinsky.github.io.
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and are shown for LOFAR (blue curve), band-2 of uGMRT (fuchsia
curve), and SKA1l-low (orange curve). For comparison, the green
and grey shaded regions mark some of the past GMRT surveys,
particularly the TGSS by Intema et al. (2017) and the one by
Gloudemans et al. (2023) in the uGMRT band-3, respectively. It
is clear that at these frequencies the uGMRT is currently the most
sensitive operational telescope. Therefore, we focus our analyses on
mock observations by uGMRT in band-2 to explore the potential
of the currently achievable observations of the 21-cm forest signal.
However, we extend our analyses to the SKA1-low to probe future
outlooks too.

First, we model the effect of spectral resolution of the telescope
on the observed 21-cm forest spectrum by convolving the spectrum
with a boxcar function of Av width. The band-2 of uGMRT covers
the frequency range of 125-250 MHz and contains 16 384 spectral
channels (Gupta et al. 2017). Splitting the whole bandwidth by the
number of spectral channels, one can achieve the spectral resolution
of Av = 8kHz, which we will use in our analyses. A smoothed
spectrum for log,, fx = —2 and (xy,) = 0.25 is shown as the dashed
orange curve in Fig. 4. Comparing this with unsmoothed spectrum
in Fig. 1, the main effect of smoothing is the suppression of the 21-
cm forest absorption features depth. Note that we constructed longer
spectra than in Fig. 1 by splicing four randomly chosen 50 cMpc
long spectra. This way we forward model spectra of 200 cMpc and
22.1 MHz bandwidth at z = 6 which will be important in Sections 3.2
and 4.

Secondly, we incorporate the telescope noise. In particular, we add
a Gaussian white noise with the rms given by (cf. Datta, Bharadwaj &
Choudhury 2007; Ciardi et al. 2013)

o — (Acff)l 2k 3)
N=\| 7 —_—,
Tsy.s Ng=1 V Nd(Nd - 1)sz‘int

where (Actr/Toys) y,
single dish taken from Braun et al. (2019)*, Ny is the number of
dishes and, f;y is the integration time’.

The 21-cm forest spectrum is then normalized based on the
intrinsic spectrum of the background radio source. We model the
radio spectrum of the RLQSO as a single power law with index og and
normalization given by the intrinsic flux density at 147 MHz, S47,
i.e. S = S147 (v/147 MHz)*® . Note that this will make the normalized
rms of the telescope noise frequency-dependent. Both S147 and ag
have been measured for various high-z RLQSO by Gloudemans
et al. (2022, 2023) and Bafiados et al. (2023) to name few examples.
The measurements of the Sy4; are provided in the bottom panel
of Fig. 2. Note that most of the z > 5.5 RLQSOs are rather faint
(S147 ~ 1 mly), however there are four with Sj47 > 29 mJy. In what
follows, we will consider the PSO J0309+4-27 blazar, one of the

is the frequency-dependent sensitivity for a

4While we include the dependence of Aefr/Tsys on the vobs, the Aefr/Tsys does
not vary significantly over our synthetic spectra given that their frequency
range is narrow. Note also that Braun et al. (2019) gives the Aefr/Tsys for
the whole array of dishes instead of a single dish. Therefore, we define
(Actt/Toys) y,—y = Actt/ Toysy/Nagor(Na tor — 1), where Ny o1 is the number
of dishes of the whole array of the observatory, i.e. 30 and 512 for the uGMRT
and SKA 1-low, respectively.

SInstead, one can use GMRT Exposure Time Calculator (ETC, http:/
www.ncra.tifr.res.in:808 1/secr-ops/etc/rms/rms.html) to compute the on. We
have compared our calculation with the GMRT ETC and found that we
overestimate the on by 22 per cent. There is a sensitivity calculator for the
SKAIl-low too (https://sensitivity-calculator.skao.int/low) which results in
~ 30 per cent larger on than our calculation.
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Figure 3. The sensitivity in terms of Acfr/Tsys for the whole array at
different observed frequencies for the LOFAR (thin blue curve), uGMRT
(semi-thick fuchsia curve), and SKA1-low (thick orange curve) taken from
Braun et al. (2019). The sensitivities of these three telescopes are shown
only in the frequency range in which the 21-cm forest is expected to be
currently observable, i.e. at 177.5MHz < vops < 218.5MHz (red shaded
region). These frequencies correspond to the redshifts of the quasar sample
shown in Fig. 2. The green shaded region indicates the frequencies at which
the TGSS (Intema et al. 2017) was performed and the grey shaded region
partially marks the band-3 of the uGMRT which was used for the survey in
Gloudemans et al. (2023).

brightest confirmed radio-loud sources at z ~ 6, which was measured
to have Sj47 = 64.2 £ 6.2mly and ag = —0.44 £ 0.11 (Belladitta
et al. 2020).

The left panel of Fig. 4 shows a forward-modelled 21-cm forest
spectrum implemented with the above described instrumental fea-
tures assuming an f,; = 500 hr observation by the uGMRT (solid
black curve) and the same LOS as for the case of no telescope
noise (dashed orange curve, IGM model of log,,fx = —2 and
(xg1) = 0.25). We assumed the whole array of Ng = 30. The signal-
to-noise ratio (SNR) of the deviation from the continuum (i.e.
absorption signal) reaches 11.9 at v ~ 224.4 MHz while the highest
SNR for all 1000 synthetic LOS is 36.5. However, frequency channels
with such high SNR are > 20 times less abundant than the ones at
more representative values of SNR &~ 0.4. More details about the
SNR calculation can be found in Appendix C. Given this, it is
obvious that the direct detection of individual absorption features
is challenging. In addition, we do not consider the effect of the radio
frequency interference (RFI). RFI can introduce both narrow-band
and broad-band features in the radio spectra which would complicate
observations of the 21-cm forest signal. However, according to The
Exposure Time Calculator for the upgraded Giant Metrewave Radio
Telescope handbook® the frequencies unusable due to the RFI span
over 165-190 MHz which are lower than the frequencies of interest
as seen in Fig. 3.

We now assume the same LOS and instrumental behaviour for
the SKA1-low observatory (i.e. using equation 3) and the whole
interferometer with Ny = 512 but shorter observational time of #;,; =
50hr. The Acf/Tyys for the SKAl-low is taken from Braun et al.
(2019) too. Given that the SKA1-low is expected to observe sky south
from Dec. +30° (Zheng et al. 2020), the PSO J0309+27 should be
observable by this telescope too. The observations at 72-231 MHz
by the MWA, which is located at the same site as the SKA1-low is
planned to be built, show that this area is significantly less impacted
by the RFI than LOFAR and uGMRT sites (Offringa et al. 2015).
Besides this, we see in the right panel of Fig. 4 that the noise is
not as severe even if the observational time is 10 times shorter than

Ohttp://www.ncra.tifr.res.in:8081/ /secr-ops/etc/etc _help.pdf
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Figure 4. The forward-modelled 21-cm forest signal (solid black curves) in the spectrum of quasars with S147 = 64.2mJy and ar = —0.44 at z = 6 as observed
by the uGMRT over #,; = 500 hr (left panel) and SKA1-low over #,; = 50 hr (right panel). We also show the simulated physical signal without added noise in
dashed orange curves. In both the cases, noisy spectrum and spectrum without the telescope noise, the spectrum has been smoothed by a boxcar function of
width Av = 8 kHz to model the spectral resolution of the telescopes. In all cases a model of log;( fx = —2 and (xg;) = 0.25 has been used.
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Figure 5. Differential number density distribution of 21-cm forest transmission by frequency channel for a spectrum containing purely the signal (orange
curves), purely the noise (fuchsia curves), and an observed spectrum (signal and noise, blue curves). The solid lines correspond to the median values while
the shaded regions indicate the 68 percnt range computed from 1000 mock spectra. Spectra were modelled for an observation of a background source with
S147 = 64.2mly and ar = —0.44 by the uGMRT over #;,; = 50 hr (left panel) and 500 hr (middle panel) and by the SKA1-low over 50 hr (right panel). A
two-sided Kolmogorov—Smirnov test p-value for the observed and noise distribution is shown too.

assumed for the uGMRT observation. However, while the highest
SNR reaches 19.0 in this particular LOS and 63.3 in the whole sample
of simulated LOS, similarly to the previous case, such frequency
channels are > 20 times rarer than the bulk of the channels which
has SNR ~ 0.9.

3 THE 21-CM FOREST STATISTICS

Motivated by the apparent difficulty of the direct detection of
individual 21-cm forest absorption features in the spectra of even
one of the brightest high-z radio-loud source we currently know, we
aim to investigate the prospects of a statistical detection of the 21-
cm forest signal. In particular, we consider the differential number
density of F,; in Section 3.1 and 1D power spectrum from the 21-cm
forest spectrum in Section 3.2.

3.1 Differential number density distribution of the 21-cm forest
transmission

Given that the background radio-source has a high-brightness tem-
perature, we expect the 21-cm forest signal always in absorption.
Therefore, the frequency channel (or pixel) differential number
density of the F3; of the spectrum containing purely just the signal
will be at F>; < 1. This is shown in Fig. 5 where we show differential

distributions of F,; by pixel of the 21-cm forest signal spectrum
without (orange curves) and with the telescope noise included (blue
curves), and telescope noise only (without the signal, fuchsia curves).
The solid curves are mean values over 1000 LOS and the shaded
regions correspond to the 68 per cent scatter around the mean.
Note that this is different from the distributions shown in studies
like Shimabukuro et al. (2014) and goltinsk}'f et al. (2021) as they
considered distribution of individual absorption features and we are
interested in the distribution of the F»; at each frequency channel.
One can see that the signal only distribution (orange curves) extends
only to F»; < 1 as expected.

On the other hand, the telescope noise is modelled as a Gaussian
white noise as described in Section 2.3. Hence, it is distributed
as a normal distribution function with a mean at F>; = 1 in both
absorption and emission (higher and lower than F,; =1). If a
measurement of a radio spectrum at relevant frequencies is obtained,
one would expect the distribution of the real F,; (signal and noise,
blue curves) to deviate from the noise only distribution at F>; < 1
if such spectrum contained the 21-cm forest signal. Therefore, a
deviation from the normal distribution can be considered to be a
statistical detection of the 21-cm forest signal.

To test if the observed spectrum (signal and noise) distribu-
tion is consistent with the noise distribution, we use a two-sided
Kolmogorov—Smirnov test. If the Kolmogorov—Smirnov test p-value

MNRAS 537, 364-378 (2025)

G20z Joquieaydas 6z U 1sanB AQ 208G Y6./79€/L/L€G/PI0IME/SEIUW/WOd"dNO"D1WapED.//:SA)Y WOy PAPEojuMOq



370 T Soltinsky et al.

0-5 Signal - Noise
10~ B =
G107 o
X Y 50\—\(
A T
L

k[MHz™!]

Figure 6. 1D power spectrum from a single 50 cMpc long 21-cm forest
spectrum in the fiducial model of the IGM with log,, fx = —2 and (xy;) =
0.25. The solid orange curve shows the median power spectrum of the signal
and the orange shaded region marks 68 per cent range from 1000 mock
spectra. The dashed fuchsia curve shows the power spectrum of the noise
assuming an observation targeting Si47 = 64.2mlJy and ar = —0.44 quasar
with uGMRT over fi5; = 500 hr (top curve) and SKA1-low over tie = 50 hr.

is more than 0.05, it is likely that the observed spectrum distribution
comes from the same distribution as the noise F»;, and therefore this
would be considered a non-detection. An example of this is shown
in the left panel of Fig. 5, where we considered an observation by
the uGMRT over 50 hr. The mean p = 0.337 and ~ 85 per cent of
the 1000 synthetic spectra have p > 0.05. We infer that with such
observational set-up it is unlikely to achieve a detection this way.
However, if the uGMRT observations are extended 10-fold in time
(i.e. tiny = 500 hr), less than 10 per cent of the 21-cm forest spectra
results in a non-detection (the middle panel). This is further decreased
to only few per cents of the spectra in the case of i, = 50 hr with the
SKA1-low. Not only that, but in the right panel of Fig. 5 it is clearly
visible how the signal 4 noise curve deviates from the noise only
distribution.

3.2 The 21-cm forest power spectrum

In this section, we turn to the computation of the 1D power spectrum
of the transmitted flux using the estimator 6p = F; — 1 =e ™ — 1.
This 1D 21-cm forest power spectrum, Py, is defined as

Py (k) 8p (k — k') = (8p (k) 85 (K')) . )

where k is the wavenumber and §p is the Dirac delta function. We use
discrete Fourier transforms of our estimator, 8g, by following Khan
et al. (2024) (see their section 2 for more details). In particular, we
estimate the P,; in equation (4) with

2 .
Py (k) = (HZU) (18 (k) ), ©)

where k;, = 2mwq/nAv forg =0, 1, ...,n — 1 and the total number
of pixels in the 21-cm forest spectrum is 7.

We show an example of kP, in Fig. 6 for our fiducial model
(i.e. logy fx = —2 and (xy;) = 0.25). The solid orange curve and
shaded region represent the median and the 68 per cent range of the
k P5; from 1000 LOS. Throughout the manuscript we have binned
the k P,; over the range of 1075 MHz ' <k < 10*> MHz! in the
logarithmic k-bins of size 0.25 of dex, unless stated otherwise. The
shape of the P,; broadly agrees with the literature (Thyagarajan 2020;
Shao et al. 2023; Sun et al. 2024), particularly k P> increasing with
k at large scales and flattening at k > 2 MHz~!. When comparing
with previous works note that we present our results in terms of k Py;
instead of P,;. The dashed fuchsia curves mark the noise limit for
the same observational set-ups as in Fig. 4. The noise limits increase
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Figure 7. Top panel: median 21-cm forest power spectrum, P»; from 1000
realizations of LOS for fixed (xy) = 0.25 and varying log,, fx (values shown
in colourbar). Bottom panel: same as the top panel but with fixed log;q fx =
—2 and varying (xg).

almost linearly with & as expected from a Gaussian white noise. The
slight deviation from the linear behaviour reflects the frequency-
dependent sensitivity of the telescope and flux normalization due to
the intrinsic spectrum of the background source described in Section
2.3. One can clearly see that the signal rises above these noise limits
at large scales. Note that the noise limit for the SKA1-low is lower
even if we assume 10 times shorter observational time.

Furthermore, we have tested the effect of the simulation resolution
on our results. We find that the k P, is boosted by up to 9 per cent
at k ~ 6MHz ! when the simulation resolution is increased to
5123 pixels. However, this difference is significantly less than the
uncertainty arising from the sample variance. More details can be
found in Appendix A.

Besides the effect of instrumental features and simulation reso-
lution on the detectability of the 21-cm forest power spectrum, we
also explore the effect of various physical mechanisms. The position
of individual absorption features in the 21-cm forest in the redshift
space can be shifted and their depth can be significantly boosted by
the peculiar velocity of the gas (Semelin 2016; Soltinsky et al. 2021).
Both of these can potentially affect the P,;. We test this in Appendix B
and find that while the P, is not affected at k < 20 MHz~! (for our
fiducial model of log,, fx = —2, (xug,) = 0.25), at smaller scales the
signal is boosted when we include vy in our calculation. However,
the power spectrum that is affected by redshift space distortions
significantly is either below the noise limit or even not accessible
due to the limited spectral resolution.

To acquire the intuition of how the thermal and ionization state
of the IGM affect the P, in Fig. 7, we plot the median values of
the P»; from 1000 LOS with fixed value of one of the parameters
governing the properties of the IGM while varying the other. In the
top panel, we fix (xg,;) = 0.25 and the colourmap shows the P
for different log,, fx. As expected, the higher the fx, and hence the
more pre-heating of the IGM by X-rays, the more suppressed the
signal becomes. Similarly, the signal is suppressed if the IGM is
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Figure 8. Covariance matrix for the noise only (left panel), sample variance only (middle panel), and their combined effect on the mock observation (right panel)
assuming an IGM with (xy;) = 0.25 and log;( fx = —2 and Nops = 10 observations of 200 cMpc spectra of a PSO J03094-27 like object (i.e. S147 = 64.2mly

and ar = —0.44) at z = 6 with the uGMRT over fj,; = 500 hr.

more ionized as can be seen in the bottom panel of Fig. 7, in which
we fix the log,, fx = —2 and vary the (xy,) (colourmap). The shape
of the P»; as a function of k does not change significantly, however
the slope changes at k > S0MHz ™! bin.

4 CONSTRAINING THE THERMAL AND
IONIZATION STATE OF THE INTERGALACTIC
MEDIUM

Given this strong sensitivity of the P,; on both the log,, fx and
the (xy,), here we explore the potential of the P,; measurements to
constrain both the thermal and ionization state of the IGM at z = 6.
It is important to note that the 21-cm line is one of the few probes
of the temperature of cold and neutral IGM regions. Similarly to
Shao et al. (2023), who took the advantage of how differently the
amplitude and shape of the 21-cm forest power spectrum’ vary with
the efficiency of X-ray background radiation and the mass of warm
dark matter particles to constrain these two quantities, we will explore
the potential of the P, to constrain the log,, fx and the (xy;). For
this we will use Bayesian statistical methods described in Section
4.1. In Section 4.2, we discuss implications of our results.

4.1 Statistical inference procedure

In what follows, we assume a measurement of 10 radio spectra
of 22.1 MHz bandwidth each which corresponds to 200 cMpc long
LOS at z = 6. As mentioned before, the uGMRT band-2 has a total
bandwidth of 150 MHz, and therefore observation of longer spectra
than considered here are possible. However, we are limited by the
type of the simulation and its box size. We assume identical intrinsic
spectra of the background sources for all 10 LOS, particularly S147 =
64.2mly and ag = —0.44. This corresponds to the PSO J0309+27
which is one of the brightest RLQSOs at z > 5.5 currently known
as one can see in the bottom panel of Fig. 2. While this might be an
optimistic observational requirement, we remind the reader that Niu
et al. (2024) predicts more than 50 RLQSOs of S147 = 100 mJy at
z > 5.5 in the whole sky. For this kind of observation we will define
(Pa1)10 which we construct by randomly selecting 10 synthetic 21-
cm forest spectra, calculating their P,; and taking the mean at each
k bin.

"Note that their power spectrum was computed from the 21-cm forest
spectrum which was given in terms of differential brightness temperature
as opposed to the transmitted flux as was done in this study.

As explained above, our model is described by the X-ray
background radiation efficiency and mean neutral hydrogen frac-
tion. Hence, let 6 = {log;, fx, {(xu:)}. We assume uniform prior
distributions, P(@), of the parameters. For the X-ray background
radiation efficiency we have chosen a range of log, fx = [—4, 1].
For the neutral hydrogen fraction, we consider the whole physi-
cal range of (xy;) = [0, 1] at log,, fx < —0.6 and (xy;) = [0, 1 —
0.1125(log;, fx + 0.6)] at log,, fx = —0.6. The latter range is se-
lected this way because in our simulations the IGM is at least partially
ionized by the X-rays even if we set the background ionization
efficiency to O as explained in Section 2.1. The highest (xy,) in
these models has slightly higher value than the one given by the
relation for the upper bound on (xy;).

To constrain these parameters, we follow Bayesian procedure with
Gaussian likelihood defined as

L(P5]0) = —ldTC"d) , 6)

1
————ex
JdetC p< 2

where C is the covariance matrix which is constructed from an
ensemble of 10*(P5; ). First, we consider the effect of the telescope
noise by computing C from the noisy radio spectra without the 21-
cm forest signal. Such covariance matrix, for an observation by
the uGMRT over #,, = 500 hr per source pointing at quasars with
S147 = 64.2mly and agr = —0.44 (this corresponds to the upper
dashed fuchsia line in Fig. 6), is shown in the left panel of Fig. 8. This
shows a relatively weak (anti-)correlation between various k bins. In
the middle panel of the same figure, we show C calculated from an
ensemble of (P,;);o incorporating only the 21-cm forest signal (not
incorporating the telescope noise), which we define as (P;}“‘)lo(O),
i.e. simulated/model ( P> )o. This is based on our fiducial IGM model
with @ = [—2,0.25]. This panel shows the effect of the sample
variance which is orders of magnitude stronger than the effect of
the telescope noise.

To construct a mock observation, (Pz“l“’Ck) 10, we need to incorporate
both the effect of the telescope noise and sample variance. We do
so by using 10 randomly selected synthetic 21-cm forest spectra
including instrumental features (e.g. black curves in Fig. 4). An
example of a single ( P/, is presented as orange points in Fig. 9
considering the same observational set-up and the same IGM model
as above. The errorbars indicate 1o uncertainty computed from an
ensemble of 104(P2“,‘°°k)10 (hence, incorporating uncertainty from
both the telescope noise and sample variance). We compute the C
shown in the right panel of Fig. 8 from this ensemble of 10*( Pfocky ;.
This is very similar to the middle panel, and hence we infer that the
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Figure 9. Bayesian inference of log, fx and (xy) from a mock observation of S147 = 64.2mJy and ar = —0.44 quasar by uGMRT for 500 hr. The true values
of the IGM parameters are log;o fx = —2, {(xu1) = 0.25. Left panel: the (P»1)1¢ calculated from a spectrum including signal and noise. The orange data points

indicate a mock observation of the 1D 21-cm forest power spectrum, k(P21 )10. The thin blue curves correspond to the k(P»)10 randomly drawn from posterior
acquired from the MCMC sampling. The thick fuchsia curve shows the k(P21 )10 for the inferred values of logo fx = —2.04, (xu) = 0.23. Right panels: corner
plot of the posterior distributions computed from the MCMC sampling (blue shaded region and blue curves). The true model parameters are indicated by the

2

orange cross. Our analyses jointly recovers both parameters values of log; fx = —2.03f?:13 and (xyg;) = 0.24f81%9 as indicated by the fuchsia square and lines.

IGM parameter inference from the P,; at z & 6 will be dominated
by the sample variance rather than the telescope noise.

The matrix d = (P2o%k) 5 — (P5im),4(@). With all of the above in
place, we can utilize the Bayes theorem

P(O|P°) oc L(Py1°*10)P(8), (7

where P(0|PJi°%) is the posterior probability distribution of the
parameter values 6 given the mock observation (Py°k);,. We
implement the Markov chain Monte Carlo (MCMC) (Goodman &
Weare 2010) using the EMCEE software (Foreman-Mackey et al.
2013) to sample the (P;{m)lo(ﬂ)g. Therefore, we can neglect the
normalization. Note that the (stim) 10(0) is calculated at any 6 using
linear interpolation depending on the MCMC sampling as long as
the @ is within the ranges defining the P(0).

4.2 Results

Here, we implement the procedure described in Section 4.1 to explore
the potential of the P,; to constrain both the thermal and ionization
state of the IGM. However, before we discuss the results of this
procedure, we note that while the sample variance is the dominating
effect in the parameter inference, the telescope noise also contributes
to increasing the uncertainty on the inferred values of the IGM
properties. Therefore, in our analyses we neglect the k > 8.5 MHz ™!
bins at which, as one can see in Fig. 6, the fiducial IGM model P,
is below or close to the noise limit. This significantly improves the
parameter inference. After inspecting the P, behaviour at low k, we
suspect that adding bins with k < 0.32 MHz~! might improve our
analyses. However, longer 21-cm forest spectra are required to do
s0.

The results of our Bayesian inference procedure are presented in
Fig. 9 where we used (P{‘i‘“k)m assuming # = [—2, 0.25] and an
tine = 500 hr per source observation by uGMRT. In the left panel, the
blue curves represent 20 randomly drawn { P5i™) ;, from the posterior

8We run 64 Markov chains over 100000 steps for each parameter. First
500 steps are disregarded given that the autocorrelation time is < 350. The
runs are initiated at the parameters initial guesses given by maximizing the
L(PFk|6).
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distribution from the MCMC. They fit the errorbars of the mock
observation (orange points) reasonably well. Our analyses infers
the (P5im);, shown as the fuchsia curve. This corresponds to the
inferred log,, fx = —2.03%01 and (xu,) = 0.24107) indicated with
the fuchsia square and horizontal and vertical lines in the corner
plot on the right in Fig. 9. The true values of the IGM parameters
(orange cross in the corner plot) lie very close to the mean inferred
values. However, only upper limit on log,, fx and lower limit on (xy;)
is acquired, as shown in the marginalized posterior distributions.
Note that the P,; does not change significantly when one decreases
log,, fx below ~ —3 which is shown in the top panel of Fig. 7. This
range is smaller than the errorbars on the mock (Pz“l"’c"ho and as a
consequence it is difficult for our analyses to distinguish between
different log,, fx in this parameter space. This results in a vertical
tail of the posterior distribution in Fig. 9.

The constraining power of the P,; mock measurement with
the same observational set-up as shown in Fig. 9 over the whole
considered parameter space is summarized in Fig. 10. We show
the 1 and 20 credible intervals as the dark and light shaded
regions with the crosses of the same colour indicating the true
values used to generate mock observations. The more the IGM
is neutral the tighter constraints can be acquired, as expected.
Moreover, while colder IGM (i.e. lower log,, fx) would lead to tighter
constraints, if the log,, fx becomes too low, the credible intervals
become elongated towards even lower values due to the diminutive
changes in the P,; described above. However, if the log,,fx is
low, one can infer tighter constraints on the ionization state of the
IGM.

On the other hand, if the IGM has experienced a significant heating
by the X-ray background radiation and/or is significantly ionized
such as in the case of the blue and teal crosses (log,, fx = —1 and
—0.6, and (xy,) = 0.25 and 0.79, respectively), the telescope noise
dominates over the signal and the {PJi°%),, is boosted significantly.
Given that the (stim)lo(ﬂ) does not contain this boost from the
telescope noise, the MCMC procedure is forced to find the best-fitting
(P;}m)m(o) from stronger signal, and hence from lower log,, fx
and/or higher (xy;). This is reflected in some of the posterior
distributions deviating from the true parameter values of 6. Prime
examples of this are the mock observations from the model of
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Figure 10. Posterior distributions corresponding to 1 and 20 confidence
regions indicated by contours for different true values (different colours) of the
logo fx and (xy) indicated by the crosses. This shows the constraining power
of the 21-cm forest power spectrum for an observation of Sj47 = 64.2mly
and ar = —0.44 quasar by uGMRT for 500 hr. For comparison, Lyaforest
measurements of the (xy;) at z ~ 6, particularly (xy;) = 0.174:8:(1)? (brown
shaded region; Gaikwad et al. 2023), (xy;) = 0.211’8:(1); (grey shaded region;
Durov&ikovi etal. 2024), and (xp1;) < 0.21 (purple shaded region; Greig et al.
2024) is shown. The dark blue shaded region encompasses the log,, fx which
in our modelling corresponds to the spin temperature range inferred from the
21-cm power spectrum limits from HERA Collaboration (2023). The solid
black curve indicates the disfavoured parameter space (lower log; fx, higher
(xg)) in the case of a null-detection. Note that in the cases outside of this
region the telescope noise dominates over the signal and as a consequence
the posterior distribution deviates away from the true value.

log,ofx = —1, (xug;) =0.25 (blue cross and shaded region) and
logo fx = —0.6, (xu;) = 0.79 (teal cross and shaded region).
Naturally, in the case of telescope noise dominating over the signal
one would consider this to be a null-detection of the signal. We define
a null-detection of the (P,;);o as the case in which the (Pf}m) 10 in
at least one of the k-bins at < 8.5MHz™! is below the 1D power
spectrum of the noise only. However, similarly to Soltinsky et al.
(2021) we suggest that a null-detection could be translated into joint
lower limit on the log,, fx and upper limit on the (xy,). We show the
1o limit on these parameters as the solid black curve in Fig. 10. To
acquire this curve we generate an ensemble of 104(P25}m)10(0) and
find 0 at which 32 per cent of them result in a null-detection according
to the definition described above. In other words, if the observation
of 10 RLQSO by the uGMRT over 500 hr each results in a null-
detection, one can disfavour the parameter space below this solid
black curve. When comparing with the measurements of (xy,) from
the Lyaforest observations, particularly Gaikwad et al. (2023) (brown
shaded vertical region), Greig et al. (2024) (purple shaded vertical
region), and Durov&ikovi et al. (2024) (grey shaded vertical region),
one can see that the (P,;)1o has a potential to constrain the (xy;)
even more than currently available measurements. This is even more
pronounced in the case of fx. Thelog, fx correspondingto 15.6 K <
Tx < 656.7K, which is the spin temperature range inferred from
the 21-cm power spectrum measurements by HERA Collaboration
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(2023), in our modelling is shown as a dark blue shaded region. It is
obvious that according to the current observations the fx is allowed
to range over few orders of magnitude which could be significantly
constrained with the (P,;) ¢ observations.

We repeat the same analyses for a mock observation by the SKA1-
low with #;,;, = 50 hr per source and observing quasars with the same
properties at z = 6 (S, = 64.2mly, agr = —0.44). We show the
results in Fig. 11 where we again assumed a mock observation of the
IGM with log,, fx = —2 and (xy;) = 0.25 (orange points in the left
panel). One can see in the corner plot on the right that the posterior
distribution does not differ much from the case of the observation
by the uGMRT and #, = 500 hr per source. This is most likely
caused by the sample variance effect dominating over the telescope
noise as explained in Section 4.1. Moreover, the inferred values,
logofx = —2.22703 and (xy,) = 0.157)5, indicated by fuchsia
deviate significantly more from the true values (orange cross) than
in the previous case. This is caused by the k = 0.562 MHz™! bin
which is difficult to reproduce with the (P§i™),, while fitting the
other k bins. However, excluding the lowest k bin does not improve
the constraining power of the (P»;);o on 6. On the other hand, the
constraints on the IGM parameters are slightly tighter. This is also
shown in Fig. 12 in which the posterior distributions can encompass
the true values at higher log, fx relatively to a case of the uGMRT
observational set-up considered previously. In addition, if the SKA1-
low measurements of the (P,;);o will result in a null-detection, it
will lead to a tighter lower limit on the thermal state of the IGM at
z = 6 even with 10 times shorter observational time. For instance,
at (xy;) = 0.25 and 0.50 the lower limit on the X-ray background
radiation efficiency would increase tolog,, fx = —1.42and 2 —1.20
for the SKA1l-low, 50 hr per source observation, respectively, as
compared to the log,, fx = —1.67 and 2 —1.43 in the case of the
observation by the uGMRT, 500 hr per source.

Finally, we consider an observation by the uGMRT over f, =
50 hr per source with the aim to test what is possible with currently
operational instruments and is relatively not expensive. In this case,
the telescope noise is 10 times larger (in terms of kP,;) than in
the case of 500 hr per source with the uGMRT. Consequently, the
MCMC results in posterior distributions that include the true values
(crosses) within 20 only in the cases of very cold and significantly
neutral IGM, as can be seen in Fig. 13. Furthermore, the disfavoured
parameter space with a null-detection utilizing such observations is
much smaller. Despite this, the limits on the ionization state of the
gas for a very cold IGM can reach (xy;) < 0.18 which is tighter than
the currently available constraints on the (xy,) from the Lyaforest,
particularly from Gaikwad et al. (2023), Greig et al. (2024), and
Durovéikové et al. (2024). The limits of log,, fx > —2.68 and >
—2.07 if (xg;) = 0.25 and 0.50, respectively. Also, note that we
show only 1o and 20 credible intervals in Figs 10, 12, and 13. We
have checked that the full posterior distributions encapsulate their
corresponding true values as long as they are within the solid black
curve [even for the case of log;, fx = —3.2, (xu;) = 0.25 (dark green
cross) and log,, fx = —2, (xu;) = 0.8 (purple cross)].

5 CONCLUSIONS

In this study, we have explored the detectability of the 21-cm forest
signal with focus on currently available options, namely targeting
already confirmed radio-loud quasars at z ~ 6 with the uGMRT, but
we also made forecasts for the SKA1-low telescope. We forward-
modelled the 21-cm forest spectra using seminumerical simulations
of the IGM and incorporated several instrumental features. By
considering a direct and statistical detection of the 21-cm forest
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Figure 11. Same as Fig. 9 but for a mock observation by SKA1-low ant #,, = 50 hr. The jointly recovered parameters values are log, fx = —2.22f(1):8§ and

(xur) = 0.1570:28.

Figure 12. Same as Fig. 10 but for a mock observation by SKA1-low over
50 hr.

signal and utilizing Bayesian techniques to constrain the thermal and
ionization state of the IGM we found the following:

(1) In the case of late-end reionization and only modest IGM pre-
heating by the X-ray background radiation, particularly (xy,) = 0.25
and log,, fx = —2, the SNR achieved by the uGMRT (SKA1-low)
observing for 500 hr (50 hr) is 0.37 (1.2). Therefore, rather than
aiming for a direct detection of individual absorption features we
suggest that a statistical detection of the 21-cm forest is more
plausible.

(ii) One of the statistics we considered in this study is the differen-
tial number density of the 21-cm forest flux at each frequency channel
(or pixel). We propose that a discrepancy between the distribution
of the F,; of observed spectra and the noise distribution (normal
distribution in our case), particularly at F»; < 1, can be considered
as a statistical detection of the signal. Considering the same IGM
model as in the previous point and using two-sided Kolmogorov—
Smirnov test, we have found that while such detection was achieved
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Figure 13. Same as Figs 10 and 12 but for a mock observation by uGMRT
over 50 hr.

only in & 15 per cent of our synthetic spectra when observed by the
uGMRT over 50 hr, the fraction of detections increases greatly when
either increasing the observational time by a factor of 10 or by using
SKAI-low instead.

(iii) Another promising strategy to acquire a detection of the 21-
cm forest is the 1D power spectrum calculated from the normalized
21-cm forest flux, P,;. As can be seen in Fig. 6, the signal is above
the noise limit at scales of k < 8.5MHz ™! (k < 32.4 MHz ') if mea-
sured by the uGMRT and #;,,, = 500 hr (SKA1-low and #, = 50 hr)
if (xg;) = 0.25 and log,, fx = —2, and hence should be detectable.
In our modelling this corresponds to Ty, &~ 30 K.

(iv) Making use of MCMC methods and exploring a wide range
of parameter space, we have shown that a measurement of 10 Py
of 22.1 MHz bandwidth can be used to constrain both the thermal
(i.e. log,, fx) and ionization (i.e. (xy;)) state of the IGM at the same
time. While the uncertainty arising from the telescope noise plays an
important role in our parameter inference, the sample variance is the
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dominating effect. Therefore, observations by the SKA1-low over
50 hr per source do not significantly improve the constraining power
of the P»; relatively to the uGMRT 500 hr per source observations.
Despite this, the SKA1l-low should still have a better chance of
detecting the signal.

(v) On the other hand, we suggest that a null-detection of the Py,
may provide interesting constraints on the properties of the high-z
IGM by disfavouring parts of the parameter space. Figs 10 and 12,
particularly the solid black curve, indicate that a null-detection of
the P,; may be utilized to: (a) put a tighter upper limits on the (xg,)
than are currently available from the Lyaforest observations and
(b) put a lower limit on log;, fx which is not yet constrained well.
For example a null-detection from the observation of 10 RLQSO
21-cm forest power spectra over 500 hr each by the uGMRT can
disfavour Ty, < 54K at {xy;) ~ 0.25, Ty, < 80K at (xy,) =~ 0.50.

~ ~

and Ty, < 104K at (xy,) = 0.90. With 50 hr of observations by
the SKA1-low, one can disfavour somewhat larger parameter space
than in the previous case, particularly Ty, < 94K at (xy;) ~ 0.25,

~

Ty, < 141K at (xy,) = 0.50, and Ty, < 181 K at {xy,) =~ 0.90.

(vi) Furthermore, even with £, = 50 hr of uGMRT time on 10
RLQSO, one can already start disfavouring models with a relatively
high neutral hydrogen fraction, e.g. (xy,) = 0.18 for a very cold
IGM, and a very low X-ray pre-heating of the IGM. Specifically,
if such observation would result in a null-detection, a parameter
space of Ty, < 17K at (xy,) ~ 0.25, Ty, < 26K at (xy,) ~ 0.50,
and Ty, < 34K at (xyg,) ~ 0.90 can be disfavoured. This would be
an important improvement in our understanding of the high-z IGM
for a modest observational time requirement.

Note that we do not consider the contribution of minihaloes to the
21-cm forest absorption, however their significance in this matter
is yet to be determined. Solving this is hindered by challenges of
resolving such small-scale structures in cosmological simulations
and the fact that their contribution may be greatly reduced by
feedback processes (Meiksin 2011; Park et al. 2016; Nakatani,
Fialkov & Yoshida 2020; Chan et al. 2024). In addition, even
structures within the minihaloes, subhaloes, may enhance the 21-
cm forest absorption (Kadota et al. 2023), but these are subject to
tidal and/or ram pressure stripping (Naruse et al. 2024).

Given that the 21-cm forest is expected to be non-Gaussian, using
a multivariate Gaussian likelihood as in equation (6) may be not an
optimal method to extract information from the P,;(Wolfson et al.
2023). As alternatives one can utilize a different type of the likelihood
or a likelihood-free techniques such as in Sun et al. (2024).

Furthermore, while we implement various effects that can affect
the observability of the 21-cm forest signal, such as the intrinsic
radio spectrum of the background quasar and instrumental features,
there are other effects that need to be considered. For example the
RFI, can introduce both the narrow-band and broad-band features in
the radio spectrum of the background source. These can be partially
mitigated (e.g. parts of the 21-cm spectrum affected by the narrow-
band RFI features can be filtered out), however a detailed study
of these effects is beyond the scope of this manuscript. Another
instrumental effect which is omitted in this study is the contamination
caused by foreground objects in the observed field via mode-mixing
between parallel and transverse k-modes (Thyagarajan 2020).

We note that there were attempts of detecting the 21-cm forest
absorption in the past. For example Carilli et al. (2007) measured
a radio spectrum at frequencies where one would expect the 21-
cm forest features of two radio-loud AGNs at z = 5.11 and z = 5.2
with the GMRT but they report no detection. This is not surprising
because at these redshifts the IGM is already reionized and the
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signal is completely suppressed. Furthermore, their spectra have
bandwidths of Av < 5 MHz. This means that they probe the IGM
close enough to the host source that its radiation may heat up
the gas even further (Soltinsky et al. 2023). In this manuscript,
we have modelled significantly longer spectra, particularly with
Av = 22.1 MHz. However, as one can see in Fig. 6, the k P>; from
the signal does not fall faster than the noise limit at k < 3.2 MHz™!.
From this, we infer that longer spectra (lower k) may improve our
Bayesian parameter inference. Note that for longer spectra the effect
of redshift evolution along the LOS would be non-negligible. To
capture this effect light-cone simulations would be more suitable than
the simulations utilized here. The uGMRT band-2 spans to 250 MHz
(Gupta et al. 2017) which could provide at least twice as long spectra
for sources at z &~ 6 than assumed in our work. Unfortunately, at
high enough frequencies we would start probing redshifts at which
the reionization is already completed. This issue can be alleviated
by observing higher redshift RLQSO. Note that there are now three
RLQSO discovered at z > 6.8 (Bafiados et al. 2021; Endsley et al.
2023; Banados et al. 2024). We leave this for the future work.

We believe that the forecasts in this study will aid in similar
observational efforts to finally acquire the first detection of the 21-
cm forest signal at high redshift. On the other hand, we suggest
that a null-detection of the signal can be translated into lower limit
on the fx and the upper limit on the (xy,). The former one can
be instead changed to the lower limit on temperature of the neutral
IGM at z 2 6, which so far cannot be traced by other observables.
Therefore, both outcomes of such observations would be very useful
for the high-z IGM studies.

Despite the caveats and challenges listed above, the prospects of
achieving a statistical detection of the 21-cm forest are improving on
theoretical (late-end reionization), observational (rising number of
identified radio-loud quasars at high redshift) and instrumentational
(improved sensitivity of the uGMRT, forthcoming construction of the
SKA) fronts. These improvements in the field in combination with
the potential of constraining the IGM properties at z > 6 increase
the importance of the 21-cm forest signal.
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APPENDIX A: CONVERGENCE TEST OF THE
IGM SIMULATION FOR THE 21-CM FOREST
POWER SPECTRUM

We have performed a convergence test to investigate the effect of
the simulation resolution on the 1D 21-cm forest power spectrum.
This is presented in Fig. A1 where we change the resolution of the
simulation by fixing the simulated volume at 50 cMpc and varying
the number of pixels to 643 (green), 1283 (blue), 2563 (orange, used
in this study), and 5123 (fuchsia). The top panel shows the kP,
with the same k-binning as used in the paper while the bottom
panel shows the residuals relative to the simulation used in the
paper defined as (Pa1; — Paj 2563)/ Pa1.2563, Where Py ; is the 1D
21-cm forest power spectrum for a simulation with the number of
pixels equal to i. The residuals indicate that our fiducial simulation
underestimates the signal by up to 4 per cent at k &~ 1 MHz~! and up
to 9 percent at k &~ 6 MHz ™! compared to the simulation with the
highest resolution considered (i.e. 5123 pixels, fuchsia). However,
note that the discrepancy between the 512% and 256> simulations is
significantly smaller than the uncertainty due to the sample variance
(indicated by the shaded regions).

We also emphasize that this study focuses on taking the advantage
of the advancements in the field which improve the prospects of
detecting the 21-cm forest signal and exploration of what can be
implied from the (null-)detection of this signal rather than the
detailed modelling of the physics in the simulation. A more accurate
modelling, such as the use of hydrodynamics/radiative transfer
simulations including NYX (Oforbe et al. 2019), CODA 111 (Lewis
et al. 2022), SHERWOOD-RELICS (Puchwein et al. 2023), and THESAN
(Garaldi et al. 2024) to name a few. Unfortunately, even high-
resolution simulations with similar volumes as considered in our
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Figure Al. Top: the convergence test of the 21CMFAST simulations. Particu-
larly, we show the mean 21-cm forest 1D power spectrum, k P> (solid curves)
and 68 per cent scatter (shaded regions with corresponding colours) calculated
from 1000 mock spectra for the fiducial model of the IGM (i.e. log ;o fx = —2
and (xgp) = 0.25). We compare simulations of 50 cMpc volume and vary the
number of pixels to 643 (green), 1283 (blue), 256° (orange, used in this paper),
and 5123 (fuchsia). Bottom: the fractional residuals computed relatively to
the simulation used in this paper (i.e. 256> pixels, orange curve).

study do not resolve minihaloes due to large dynamic range they
are required to capture. This is one of the big challenges currently in
the numerical cosmology community. Furthermore, such simulations
would be impossible to run for as large parameter space as desired for
our study due to computational costs. Hence, we decided to utilize
the 21CMFAST instead. Running the 21CMFAST simulation with finer
resolution would be computationally too expensive too and would
not improve the analysis very much. In spite of this, we plan to use
better simulations (more detailed physics, wider dynamic range) for
such analysis in the future.

APPENDIX B: THE EFFECT OF REDSHIFT
SPACE DISTORTIONS ON THE 21-CM FOREST
POWER SPECTRUM

The redshift space distortions can affect the 21-cm forest signal
by both shifting the absorption lines relative to the location of the
absorbers from which they arise in redshift space and significantly
boosting the optical depth of the 21-cm line absorption features
(Semelin 2016; §oltinsk§/ et al. 2021). In this section, we test if
the redshift space distortions have a substantial effect on the 21-
cm forest power spectrum or if the effect of peculiar velocities of
the gas can be neglected. In Fig. B1, we show the P; for the case
in which we neglect the peculiar velocity of the gas (i.e. vpec =0,
blue) and if we include it in our computation (orange). The effect of
redshift space distortions, if any, is expected to be more pronounced
at small scales due to shifts of absorption features in the redshift
space. Therefore, we deliberately do not smooth our synthetic 21-
cm forest spectra such that we access the largest k values. One can
clearly see in Fig. Bl that the redshift space distortions increase
the Py; at k > 20 MHz™! as they force the absorption features to
cluster more. This might lead to misinterpretation of the observations,
especially the dark matter constraints as described in Shao et al.
(2023), who neglect the redshift space distortions, which come
from the large k part of the P,;. In addition, the discrepancy

MNRAS 537, 364-378 (2025)

G20z Joquieaydas 6z U 1sanB AQ 208G Y6./79€/L/L€G/PI0IME/SEIUW/WOd"dNO"D1WapED.//:SA)Y WOy PAPEojuMOq


http://arxiv.org/abs/1611.02706
http://dx.doi.org/10.1093/mnras/stab1830
http://dx.doi.org/10.1093/mnras/stac3710
http://dx.doi.org/10.1051/0004-6361/202450798
http://arxiv.org/abs/2407.14298
http://dx.doi.org/10.3847/1538-4357/ab9e6d
http://dx.doi.org/10.1093/mnras/stae2193
http://dx.doi.org/10.1093/mnras/staa414
http://dx.doi.org/10.1093/pasj/psab119
http://dx.doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.1017/pasa.2015.26
http://dx.doi.org/10.1093/mnras/stz481
http://dx.doi.org/10.1088/0004-6256/140/2/546
http://dx.doi.org/10.1051/0004-6361/202451035
http://arxiv.org/abs/2309.05647
http://dx.doi.org/10.1088/0004-637X/704/2/1396
http://dx.doi.org/10.1111/j.1365-2966.2010.17579.x
http://dx.doi.org/10.1088/0004-637X/736/1/57
http://dx.doi.org/10.1093/mnras/staa3011
http://dx.doi.org/10.3847/1538-4357/ac26c2
http://dx.doi.org/10.3847/1538-4357/ac6e60
http://dx.doi.org/10.3847/1538-4357/aceef4
http://dx.doi.org/10.1093/mnrasl/slae061

378 T Soltinsky et al.

With vpec
— Without vpec

10

Figure B1. 21-cm forest 1D power spectrum including (orange curve) and
neglecting (blue curve) peculiar velocities. The solid lines represent median
values and the shaded regions mark 68 per cent range from 2000 mock spectra.
The vertical dashed fuchsia line marks the highest & that is accessible by a
telescope given a spectral resolution Av = 8 kHz.

between the vpec = 0 and vy # 0 case extends to k = 393 MHz™!,
corresponding to the spectral resolution of Av = 8 kHz~! assumed
in this study (vertical dashed fuchsia line). Hence, neglecting vpec
would affect the analyses of observations like we describe in this
work too.

APPENDIX C: SIGNAL-TO-NOISE RATIO OF
THE 21-CM FOREST

To quantify the difficulty of a direct detection of individual absorp-
tion features of the 21-cm forest we compute the SNR for each
frequency channel in the synthetic spectra. We define SNR(v) =
(] - FZI(V))/GN. norm(v) = (1 - 67T21(U))/0N, norm(V)v where ON, norm
is the noise rms computed from equation (3) normalized with the
intrinsic spectrum of the background radio source. Note that the
onN. norm(V) depends on the frequency v given the dependency of
the telescope sensitivity on the v and the normalization by the
background source continuum.

In Fig. C1, we show the differential number density of the SNR
per frequency channel for the IGM model of log,,fx = —2 and
(xu:) = 0.25. First, we consider a single LOS, specifically the one
shown in Fig. 4 (dashed curves). We see that the highest SNR reached
using the observational set-up of the uGMRT, #;,, = 500hr is 11.9
and for the SKA1-low, #i,, = 50hr it is 19.0. While the absorption
features with SNR & 10 could be detectable, frequency channels

with such SNR are ~ 20 times less abundant than the ones at the
peak of the distribution which are at SNR =~ 0.4 and 0.9 for the
uGMRT, #, = 500 hr and the SKA1-low, #;,, = 50 hr, respectively.
There is a similar trend if we consider all 1000 simulated LOS in the
same IGM model (solid curves). There are some LOS that reach SNR
I IIIIIIII IIIIIIIII I TTTH

—— UGMRT, tjnt =500hr
—— SKA1l-low, tint=50hr

— All LOS
—-=-- Single LO

SNR32N/3z3aSNR
=
o

10° 10?
SNR = (1 — F21)/0N,norm

Figure C1. The differential number density of the SNR of the simulated
21-cm forest spectrum per frequency channel. The blue curves correspond
to the noise assuming an observation by the uGMRT over 500 hr and the
fuchsia curves correspond to the observation by the SKA1-low over 50 hr. In
both cases, we consider that the radio telescopes target a z = 6 quasar with
the spectrum defined by Sj47 = 64.2mJy and ar = —0.44 in the IGM with
logo fx = —2and (xy;) = 0.25. The solid curves show distribution for 1000
synthetic LOS while the dashed curves are for a single LOS shown in Fig. 4.

of 36.5 if observed by the uGMRT over 500 hr and 63.3 if observed
by the SKA1-low over 50 hr. Unfortunately, these are still very rare.
Hence, the direct detection of the individual absorption features of
the 21-cm forest seems very difficult.
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